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bstract

In the present study, a simulation was performed for the ICH Q2B guideline for assessing the accuracy. By means of an experimental data set
permutation has been performed to investigate in which interval experimental mean recovery can be expected to scatter just by random effects.

good agreement has been found between the experimental intervals obtained by means of a permutation and the statistically derived confidence

ntervals. These findings could be confirmed with additionally generated virtual data sets with a true mean of 100% and a true standard deviation
f 0.7%.

2006 Elsevier B.V. All rights reserved.
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. Introduction

The demonstration of suitability of analytical procedures for
heir intended purpose is of great importance to ensure quality,
afety and efficacy of pharmaceuticals. Consequently, analyti-
al validation has been in the focus of regulatory requirements
or a long time. However, a sensible validation is also essen-
ial from a business perspective, because analytical data are the
asis of many decisions such as batch release, establishment and
erification of shelf life, etc.

The ICH Guideline Q2B details basic requirements for the
arious validation characteristics and some methodological rec-
mmendations. With respect to accuracy, “a minimum of nine
eterminations over a minimum of three concentration levels
overing the specified range (e.g. three concentrations/three
eplicates)” should be used [1]. Taking the minimum work-
ng range required for an assay of a drug product, this leads

o “synthetic mixtures of the drug product components” to
hich 80, 100 and 120% of the nominal content of the drug

ubstance has been added (three times each), also called spik-
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ng [1]. These samples are then analyzed, applying the quan-
itation mode described in the intended analytical procedure.
or smaller working ranges (factor between upper and lower

imit less than 10), preferably the ratio between added and
ound amount of analyte is calculated, as percent recovery
1,2]. The mean recovery is compared to the theoretical result
f 100% and evaluated whether or not the deviation is of an
cceptable size. Additionally, the variability of the data can be
alculated.

The objective of accuracy investigation is to identify system-
tic errors, i.e. a deviation beyond random variability. However,
n case of a limited number of data, the mean result can be
trongly influenced by random effects. These influences can then
e interpreted as deviations.

The ICH-design is investigated for the influence of random
ffects on the mean recovery, in order to provide orientation to
etter define acceptance criteria for accuracy.

In the present work, according to the method of a more com-
rehensive real study of precision and recovery over a wide con-
entration range [3], for each of the concentrations 80, 100 and

20% six spiked samples were analyzed. From this 6 × 3 data
atrix, all possible combinations of 3 × 3 data sets (according

o the ICH requirement) were generated and the mean recoveries
ere calculated.

mailto:h.waetzig@tu-bs.de
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Fig. 1. Graphical overview of the 8000 mean recoveries sorted in ascending
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Afterwards a simulation was performed for the ICH 3 × 3
esign assuming a true mean of 100% and a true standard devi-
tion of 0.7% in order to confirm the results obtained by the
xperimental data.

. Method

.1. Experimental HPLC-data

Using the HPLC-method and the experimental set up as
escribed in Ref. [3] the concentration levels 80, 100 and 120%
f the article have been determined again to get values close to
00%. Thus, 18 new single values (6 of each concentration) for
ecovery have been obtained.

In Ref. [3] the main compound glibenclamide has been deter-
ined as a drug substance next to a tablet matrix by means of
reversed-phase method. Six standard solutions and six sam-

les were measured. A concentration of 100% corresponded to
.2 mg/mL.

Further experimental details were: the mobile phase
acetonitrile–buffer, 45:55, v/v) at a pH of 3 was prepared
y dissolving 650 mg sodium dihydrogen phosphate dihydrate
n 550.0 g water and adding two drops of phosphoric acid
5% and 351.5 g acetonitrile to 1000 mL. For the sample sol-
ent (acetonitrile–buffer, 80:20, v/v) 190.0 g water, 10.0 g of
1 mM phosphate buffer pH 7 and 625.0 g acetonitrile were dis-
olved to 1000 mL. Phosphate buffer pH 7 was prepared by
issolving 0.88 g potassium dihydrogenphosphate and 1.82 g
isodium hydrogenphosphate dihydrate in 250 mL water. The
ablet matrix was mainly consisted of lactose monohydrate.

.2. Generation of data sets

In order to obtain similar data to the performed HPLC-
ethod given in Ref. [3] several virtual normally distributed

ata sets of the same structure (standard deviation of 0.7% and
ean of 100%) have been generated by means of Microsoft
xcel for the concentration levels 80, 100 and 120%. Six
ingle values of the recovery of the three concentration lev-
ls were the basis of the subsequent calculations yielding 18
alues.

.3. Calculation of the statistical parameters

Using the maximum statistical information from all of the 18
alues of the data sets the mean recovery (1), the standard devi-
tion (2), the 95%-confidence interval for the mean (3) and the
5%-prediction interval for the mean (4) have been calculated
s follows [4]:

¯ =
18∑

xi (1)

i=1

ˆ =
√∑

(xi − x̄)2

n − 1
(2)

t
s

d

rder obtained by permutation. The interval where 95% of all values can be
ound is marked by the arrow.

nf(x̄) = x̄ ± t17,0.975 · σ̂ ·
√

1

18
(3)

rd(x̄) = x̄ ± t17,0.975 · σ̂ ·
√

1

18
+ 1

9
(4)

ere t17,0.975 is the t-value with d.f. = n − 1 = 17 degrees of free-
om and an error probability.

.4. Permutations

The permutation of a data set was performed in the following
ay: every possible combination of taking three out of six single
alues from each of the three concentrations 80, 100 and 120%
as created (3 × 3). So the total number of combinations yield
03 = 8000 different 3 × 3 data sets.

.5. Calculation of the distribution of the permutation

Then the mean recoveries for all 3 × 3 data sets were cal-
ulated according to Eq. (1). These parameters were sorted in
scending order as depicted in Fig. 1.

From this array the lower and upper limits of the interval,
here 95% of the values can be found, have been obtained by

hoosing the 200th and the 7801st of the 8000 values.

. Results and discussion

Comparing the calculated statistical 95%-confidence inter-
als for the mean values of the data sets (marked with (2) in
ig. 2) with the 95%-intervals obtained by means of the per-
utation (marked with (1)), it can be seen, that for all cases
he 95%-interval of the permutation is completely within the
tatistical 95%-confidence interval (see Fig. 2).

The very similar size of these intervals is just a coincidence
ue to the chosen number of data. The 95%-prediction inter-
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ig. 2. The figure shows all calculated intervals for all data sets and its permu-
ations. In rows (1) and (2) the intervals of the HPLC-data and from rows (3–8)
he intervals of three further generated data sets are shown.
al (marked with (3)) is systematically a bit larger than the
5%-interval of the permutation. The real HPLC-data as well
s the data of the simulations give the same results. The 95%-
onfidence interval and the 95%-interval of the permutation have

[
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comparable size, whereas the prediction interval produces
roader intervals. It is not possible to get an idea for future
esults by means of building the spread with a permutation. One
an conclude, that the information of the permutation is not
arger than the statistical information given by the full n = 18
ata set.
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